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Abstract
This technical note presents limits on the security (as a function of the number of plaintext bytes encrypted and the number of forgery attempts made by an adversary) for the main Authenticated Encryption schemes available in TLS 1.2 and the draft of TLS 1.3. These limits are derived from security proofs for the considered schemes available in the literature. Our intention is to provide considered technical input to ongoing discussions in the TLS Working Group of the IETF concerning, amongst other things, the necessity of adding a key update feature to the TLS 1.3 specification.

1 Summary

1.1 ChaCha20+Poly1305
The AE security of ChaCha20+Poly1305 degrades proportionally with the number of forgery attempts, assuming nonces are used properly and the block function underlying ChaCha20 is secure as a pseudorandom function. If only a single forgery attempt is allowed, as is the case for TLS, then the 64-bit TLS sequence number will wrap before any significant security loss is incurred. If multiple forgery attempts are allowed, as is the case for DTLS, then adversaries will have AE success probability bounded by $v \cdot 2^{-93}$, with $v$ being the number of forgery attempts. For example, adversaries making $v = 2^{60}$ forgery attempts will succeed with probability at most $2^{-33}$.

1.2 AES-GCM
Limits on the amount of data that AES-GCM can process without needing a key change can be found in Table 1. Here we assume that AES is secure as a pseudorandom permutation and that nonces are used properly; in particular, we assume that the 8 octet nonce_explicit part of the AES-GCM nonce is unique for each encryption (for example, it is set to be the TLS sequence number).
Table 1: Lower bounds on the maximum amount of data that can be processed under one key for AES-GCM, given a certain success probability for a confidentiality attack. Integrity will not be breached with probability greater than $1/2^{57}$ assuming the data limits are respected, and at most $2^{60}$ verification attempts are made. Equation (7) was used to calculate the maximum number of records that can be processed, and the maximum amount of data was computed under the assumption that all records are of length $2^{14}$ Bytes.

<table>
<thead>
<tr>
<th>Attack Success Probability</th>
<th>Max Records</th>
<th>Max Data (terabytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-60}$</td>
<td>$2^{24.5}$</td>
<td>0.3887</td>
</tr>
<tr>
<td>$2^{-50}$</td>
<td>$2^{29.5}$</td>
<td>12.44</td>
</tr>
<tr>
<td>$2^{-40}$</td>
<td>$2^{34.5}$</td>
<td>398.1</td>
</tr>
<tr>
<td>$2^{-30}$</td>
<td>$2^{39.5}$</td>
<td>12,738</td>
</tr>
<tr>
<td>$2^{-20}$</td>
<td>$2^{44.5}$</td>
<td>407,619</td>
</tr>
<tr>
<td>$2^{-10}$</td>
<td>$2^{49.5}$</td>
<td>$1.304 \times 10^7$</td>
</tr>
</tbody>
</table>

In this table, the attack considered is one in which adversaries attempt to determine which one of two equal length messages was encrypted by AES-GCM (an IND-CPA attack); for the quoted figures, ciphertext integrity will not be breached with probability greater than $1/2^{57}$. Bounds on AE security can then be derived by adding $1/2^{57}$ to the bounds from Table 1. Section 2 provides further rationale for considering these types of attack, and also explains what the bounds mean, why there is a difference between ChaCha20+Poly1305 and AES-GCM, and gives an overview of known vulnerabilities when the limits and assumptions are not respected.

1.3 Security Degradation for Multiple Keys

The computations in this text focus on security degradation under a single key. However, security also degrades proportional to the number of keys used, as described by Bernstein [5] and Chatterjee, Menezes, and Sarkar [8, 9]. Concretely, if $k$ keys are used, then attacker success probability increases by a factor $k$. Therefore, all success probabilities in this text should be multiplied by $k$, where $k$ is the number of keys used in all TLS connections that may be of interest to the adversary.

2 Explanation

2.1 Primitives and Modes

Efficient symmetric-key cryptographic algorithms can roughly be divided into two groups: primitives and modes of operation. Primitives, such as block ciphers or pseudorandom functions, are relatively simple (though not simple to design!) and can be regarded as attempting to approximate ideal mathematical objects,
such as random permutations or functions. Examples of primitives used in the TLS record layer are AES and the block function underlying ChaCha20.

Primitives on their own do not provide sufficient security for TLS’s needs. They must be used in modes of operation, which in turn enable secure communication. For example, AES-GCM is a mode of operation for AES; ChaCha20+Poly1305 can be viewed as a mode of operation for a certain pseudorandom function (PRF). Both modes enable authenticated encryption, which the underlying primitives on their own do not.

The quality of the primitives is determined through extensive cryptanalysis, and confidence in how well they approximate the ideal mathematical object only increases as a function of how much the primitives have been studied. In contrast, modes of operation do not rely so much on maturity to create confidence in the security they provide; rather, one can formally reduce the security of modes of operation to that of the underlying primitive. This means that any attack against the mode with a given complexity can be converted into an attack against the primitive with a related complexity, and so any confidence in the primitive can be translated to confidence in the mode.

For well-designed primitives, the best attacks do not improve significantly when adversaries have access to more plaintext-ciphertext pairs: it matters little if you have twenty or $2^{20}$ plaintext-ciphertext pairs, you will not improve your attack against AES. However, the security of modes of operation could start to degrade with extended use, particularly when the security reduction from modes to primitives is not “tight”.

If we look at ChaCha20+Poly1305 for example, then its security proof in [18] establishes a fairly tight reduction from the mode to the underlying primitive, a PRF. This means there is no essential loss of security when going from mode to primitive. However, the same is not true for AES-GCM because of particular characteristics of this mode’s construction.

2.2 Analytic Approach

In our analysis, to simplify matters, we will assume that AES with a random key is a uniform random permutation and that the PRF underlying ChaCha20+Poly1305 with a random key is a uniform random function. This means that neither primitive can be distinguished from its “ideal” version, when keyed with a uniformly random value.

Making this assumption enables us to focus on the quality of the reductions from the modes to the underlying primitives without becoming entangled in too many details. In particular, the assumptions rule out attacks based on key recovery for the underlying primitives, and remove the dependence of success probabilities on running times of adversaries. This allows us to examine the relationship between attack success probability and the amount of encrypted records available to the adversary.

The assumptions can be relaxed at the cost of a more involved analysis. This analysis would introduce additional parameters relating to the distinguishing
advantage of adversaries against the underlying primitives and their running times.

2.3 Security Notions

Here we are concerned with the security of ChaCha20+Poly1305 and AES-GCM in the Authenticated Encryption (AE) sense. This is a strong and very conservative notion of security that covers a broad range of attacks that we wish to protect against in TLS. The AE security notion can be subdivided into two other notions: IND-CPA security and INT-CTXT security; their combination is equivalent to AE security.

The first, IND-CPA security, is a confidentiality notion, which measures how well an adversary can distinguish encryptions of different messages of the same lengths. In particular, IND-CPA captures the intuition that whatever properties adversaries can determine about the messages given the ciphertext, they could have determined without the ciphertext.

The second, INT-CTXT, is an integrity notion which measures the success of an adversary in creating fresh ciphertexts which are accepted as genuine upon decryption. In this notion, we measure the adversary’s success in terms of the number of verification queries (trial decryptions) it is permitted to make, denoted \( v \).

Note that in TLS, we can in fact set \( v = 1 \), since a failed verification query leads to the termination of the TLS connection and the disposal of the connection keys. However the same is not true in DTLS, and many verification attempts would be tolerated in a typical attack scenario.

Bounds on success probability for IND-CPA security and for INT-CTXT security (for a given \( v \)) can be added to produce bounds on AE security (for a given \( v \)).

2.4 Attacks

If the limits and assumptions in this text are not respected, then attacks are possible. Repeating a nonce with either GCM or ChaCha20+Poly1305 means attackers can determine the XOR of two messages using only the ciphertext, and, in the case of GCM, partial key recovery is possible \cite{13}. Successful forgeries also allow for partial key recovery attacks on GCM \cite{10}; see Abdelraheem et al. \cite{1,2} for an overview of forgery attacks on GCM. Outputting multiple decryption errors \cite{6,7} or decrypting the ciphertext before the integrity check is complete \cite{3,4} could also result in vulnerabilities.

3 Computing the Bounds

The analysis by Procter \cite{18} gives a security reduction for ChaCha20+Poly1305 which tightly relates confidentiality to security of the underlying PRF, and
shows an integrity degradation of $v \cdot 2^{-93}$ where $v$ is the number of verification queries permitted, assuming all messages have length $2^{14}$ Bytes.

Our focus henceforth is on AES-GCM. In the analysis that follows, we set $v = 2^{60}$ to cater for DTLS as well as TLS, though the results would be materially the same with $v = 1$.

RFC 5288 specifies that AES-GCM use a 12-octet nonce, with 4 octets being a salt that is set from either the client_write_IV (when the client is sending) or the server_write_IV (when the server is sending), and the remaining 8 octets, called nonce_explicit, being required to be distinct for each distinct invocation of the GCM encrypt function for any fixed key. The nonce_explicit field may be set to the 64-bit TLS sequence number, but this is not required by RFC 5288.

In our further analysis, we assume that all the nonces are unique. Note that this is unlikely to be the case when the number of encryptions exceeds $2^{32}$ if nonce_explicit is selected at random for each encryption.

For AES-GCM we use the currently best known bounds provided by Iwata et al. [11, 12]. These bounds correct those in the original proof of security for AES-GCM by McGrew and Viega [14, 15]. Note that the security bound improvement proposed by Niwa et al. [16, 17] does not apply to the way AES-GCM is used in TLS, since it only holds when the construction is used with nonce-length not equal to 96 bits, which is not an option in TLS.

Table 2: Notation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Block size, 128 bits</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Tag size, 128 bits</td>
</tr>
<tr>
<td>$\ell$</td>
<td>input length in blocks, $2^{10}$ blocks = $2^{14}$ Bytes</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>total plaintext length in blocks</td>
</tr>
<tr>
<td>$q$</td>
<td>number of encryption queries</td>
</tr>
<tr>
<td>$v$</td>
<td>number of verification attempts</td>
</tr>
</tbody>
</table>

Starting with INT-CTXT (integrity), the best bound for AES-GCM can be found in equation (22) from Iwata et al.’s extended paper [12]:

$$\frac{v(\ell + 1)}{2^\tau} \cdot \delta_n(\sigma + q + v + 1),$$

with the notation explained in Table 2 and

$$\delta_n(x) := \frac{1}{(1 - \frac{x-1}{2^n})^{x/2}}.$$  

Assuming that $\sigma + q + v + 1 \leq 2^{64}$, then as pointed out by Iwata et al., we have that $\delta_n(\sigma + q + v + 1) \leq 2$, and we get an upper bound of

$$2^{\frac{v(\ell + 1)}{2^\tau}}.$$  

(3)
So if $\sigma$, $q$, and $v$ are not greater than $2^{60}$, we have that the success probability of any attacker in breaking the integrity of AES-GCM is at most

$$2^{2^{60}(2^{10} + 1)} \leq \frac{1}{2^{57}} + \frac{1}{2^{67}}.$$  \hspace{1cm} (4)

Corollary 3 from Iwata et al.’s papers establishes the following IND-CPA (confidentiality) bound for AES-GCM:

$$\frac{(\sigma + q + 1)^2}{2^{n+1}}.$$ \hspace{1cm} (5)

Since $\sigma \leq q\ell$, we get

$$\frac{(\sigma + q + 1)^2}{2^{n+1}} \leq \frac{(q(\ell + 1) + 1)^2}{2^{n+1}},$$ \hspace{1cm} (6)

hence if we want to bound attack success probability by $\epsilon$, we get

$$\frac{(q(\ell + 1) + 1)^2}{2^{n+1}} \leq \epsilon \quad \text{or} \quad q \leq \frac{\sqrt{2^{n+1}\epsilon - 1}}{\ell + 1}.$$ \hspace{1cm} (7)

Plugging in the numbers, we get the bounds shown in Table 1 for AES-GCM.
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